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ABSTRACT
When High Performance Computing (HPC) is mentioned, one often envisions a large expensive 
mainframe built by a company like Cray, IBM, SGI, or Sun (now Oracle). These machines are highly 
parallel and employ a Symmetric Multi-Processing (SMP) design that provides global memory and 
process spaces. Delivering this level of performance has always been expensive due to the custom engi-
neering required to integrate a large number of processors into a shared memory environment. Indeed, 
the added expense of large-scale SMP systems has pushed the market to use a “cluster approach,” 
where a large number of commodity server machines connected together are used as a single resource. 
It is well known that clusters are harder to manage and less efficient than SMP mainframe systems. 

The cost of large-scale SMP systems has been an impediment to their widespread adoption, when compared 
to the cost of commodity server clusters. In this paper we will contrast current SMP and cluster designs in 
the context of HPC. We will also introduce a breakthrough technology from Numascale that allows com-
modity hardware to be combined into a cost-effective and scalable SMP system that delivers the best of both 
worlds – the low cost of clusters and the efficiency of SMP.
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